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Exercise 1
Let Xi, i ∈ N be i.i.d. with Xi ∼ N (0, σ2) for some σ2 > 0. Let us define Y0 = 1 and

Yn = exp
(

n∑
i=1

Xi − n
σ2

2

)
, n ∈ N.

1) Show that (Yn)n is a martingale.

2) Snow that Yn −→ 0, P−a.s. for n → ∞.

3) Is the process (Yn)n uniformly integrable? Why/why not?

4) Assume now that Xi ∼ N (µ, σ2) for some µ ∈ R. For which values of (µ, σ2) ∈ R× (0, ∞) does point 2) still hold?

Exercise 2
Let (Ω, F ,P) be a probability space with a (discrete) filtration F = (Fn, n ∈ N ∪ {0}). Let τn be a stopping time for
every n ∈ N. Which of the following are always stopping times?

1) supn∈N τn.

2) infn∈N τn.

Exercise 3
Let Xi, i ∈ N be i.i.d. random variables with P(Xi = 1) = P(Xi = −1) = 1/2. Let us set S0 = 0 and

Sn =
n∑

i=1
Xi, n ∈ N.

(i.e., (Sn)n is a simple symmetric random walk.) Let us have two finite constants A ∈ Z, A < 0 and B ∈ Z, B > 0 and
let us set

τS,[B,∞) = inf {n ∈ N : Sn ≥ B} ,

τS,(A,B)C = inf {n ∈ N : Sn /∈ (A, B)} .

You may assume (without having to prove it) that τS,[B,∞) < ∞ and τS,(A,B)C < ∞ P-a.s..

1) Show that it doesn’t hold ES0 = ESτS,[B,∞) .

2) Recall the statement of optional sampling theorem.

3) Why can’t we use optional sampling theorem for point 1.)?

4) Show that 0 = ES0 = ESτS,(A,B)C
.

5) Compute P(SτS,(A,B)C
= A) and P(SτS,(A,B)C

= B).

Exercise 4
Recall martingale convergence theorems and martingale inequalities.
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